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PROMITHEAS-4: Knowledge transfer and research needs for preparing mitigation/adaptation policy portfolios
Summary

The specific Task (W.P.4.1.) presents an overview and selection of multi-criteria evaluation methods for Mitigation/Adaptation policy instruments. The presented multi-criteria evaluation methods are already mature methods and are used, in some cases, for decades. Within the scope of this project, and in the frame of this deliverable, emphasis was placed on information referring to objectives, assumptions, methodology, advantages, disadvantages, applications, relevant software studies for the multi-criteria evaluation methods that have been used particularly for mitigation/adaptation policy instruments. The methods or families of methods, considered are AHP, ELECTRE, MAUT, SMART and AMS. The aforementioned methods are evaluated and compared. The most appropriate method for mitigation/adaptation policies that allows usage of available data and information from official national reports or official positions of national target groups has been selected.
PART I

Overview of multi-criteria evaluation method(s) for M/A policy instruments
by
Prof. Agis PAPADOPOULOS,
AUT- LHTEE (Greece)
### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHP</td>
<td>Analytical Hierarchy Process</td>
</tr>
<tr>
<td>CBA</td>
<td>Cost Benefit Analysis</td>
</tr>
<tr>
<td>CI</td>
<td>Consistency Index</td>
</tr>
<tr>
<td>EEA</td>
<td>European Environmental Agency</td>
</tr>
<tr>
<td>ELECTRE</td>
<td>Elimination and Choice Expressing Reality</td>
</tr>
<tr>
<td>GHG</td>
<td>Greenhouse Gas</td>
</tr>
<tr>
<td>IPCC</td>
<td>Intergovernmental Panel for Climate Change IPCC</td>
</tr>
<tr>
<td>M/A</td>
<td>Mitigation/Adaptation</td>
</tr>
<tr>
<td>MACBETH</td>
<td>Measuring Attractiveness by a Categorical Based Evaluation Technique</td>
</tr>
<tr>
<td>MADM</td>
<td>Multi-Attribute Decision Making</td>
</tr>
<tr>
<td>MAUT</td>
<td>Multi-Attribute Utility Theory</td>
</tr>
<tr>
<td>MCA</td>
<td>Multi Criteria Analysis</td>
</tr>
<tr>
<td>MCDA</td>
<td>Multi-Criteria Decision Analysis</td>
</tr>
<tr>
<td>MCDM</td>
<td>Multi-Criteria Decision Making</td>
</tr>
<tr>
<td>MODM</td>
<td>Multi-Objective Decision Making</td>
</tr>
<tr>
<td>PIs</td>
<td>Policy Instruments</td>
</tr>
<tr>
<td>PMs</td>
<td>Policy Makers</td>
</tr>
<tr>
<td>SMART</td>
<td>Simple Multi-Attribute Rating Technique</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>UNEP</td>
<td>United Nations Environmental Programme</td>
</tr>
<tr>
<td>UNFCCC</td>
<td>United Nations Framework Convention for Climate Change</td>
</tr>
<tr>
<td>UTA</td>
<td>UTilities Additives</td>
</tr>
</tbody>
</table>
Introduction

The EU's recommendations for future integrated policies on climate change, stress that there is an urgent need – pursuing a horizontal approach – to incorporate global warming and climate change as new parameters into all spheres and policies, taking into account the causes and consequences of global warming and climate change (EC, 2011 and 2010). Towards this direction Promitheas-4 cultivates knowledge transfer; identifies research needs for preparing mitigation/adaptation (M/A) policy portfolios for emerging countries and promotes cooperation at local and global level on actions to combat climate change for the post-2012 period.

The significance of decision support systems in policy-making, especially for climate change issues, is gradually acknowledged in the policy world (Grafakos et al., 2009), as stated at the Intergovernmental Panel for Climate Change (IPCC) at the third and the fourth assessment reports (IPCC, 2001 and 2007). However, given that diverse socio-economic characteristics enhance the implementation of different methods, it is obvious that there is not a single, widely accepted method. Identifying criteria for policy evaluation is a task that has progressively engaged both researchers and policy-makers who have developed various sets of criteria potentially applicable to climate policy assessment. However, there is no mutual agreement on precisely what criteria an optimal climate change policy should satisfy. The United Nations Energy Programme (UNEP, 1994) attempted to provide guidelines and analytical frameworks for consistent development of national greenhouse gases (GHGs) abatement scenarios, highlighting the significance of multi-criteria analysis (MCA) for ranking national alternatives and assessing M/A policy portfolios. Towards the same direction, United Nations Framework on Climate Change Convention (UNFCCC, 2002) stressed the need to apply MCA on certain cases, for example when costs and/or benefits cannot be quantified.

Decision-making for sustainable development and climate change policy, as aforementioned, is often characterised by a mixture of interactions, ignorance or/and uncertainty, conflicting interests and opinions. “In order to understand how sustainability in environment interactions can be advanced (Stagl, 2007), it is first necessary to accept that:

- sustainable development and climate policies follow a multidimensional concept;
- the interface between science and policy is complex, and
- natural and human systems are adaptive”.

Secondly, it is important to choose appropriate assessment tools, efficient enough to address issues of incommensurability, complexity and adaptiveness.

Multi-criteria tools have the potential to consider the multidimensional, conflictual and uncertain properties of decisions, and at the same time to make available significant insight to a specified problem. Moreover, they can support decision-making process by clarifying conflicting values and conditions, increasing the transparency of the process.

Multi-Criteria Decision Making (MCDM) is a division of the broad family of Operations Research (OR) models which can solve a number of decision problems based on a specific set of decision criteria. This family is further divided into multi-objective decision making (MODM) and multi-attribute decision making (MADM) (Konidari and Mavrakis, 2007; Climaco, 1997).

During the last decades efforts were directed mainly in developing models to identify the relationship between climate, energy and economy supporting decision making in the climate policy sector (Meirer and Mubayi, 1983). As part of this effort, the increasing environmental concern added more value to the
environmental parameter of the decision making process. In Figure 1, a synthesis of sustainable planning decision-making ingredient is presented. Specifically, sustainable planning is a complex and multi-criteria issue and should take into account economic parameters, GHG emissions, environmental concerns, social parameters.

People:

<table>
<thead>
<tr>
<th>Policy Decision Maker(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scientists and Engineers</td>
</tr>
<tr>
<td>Stakeholders (Public, Business, Interest groups)</td>
</tr>
</tbody>
</table>

Process:

1. Define Problem & Generate Alternatives
2. Identify criteria to compare alternatives
3. Gather value judgements on relative importance of the criteria
4. Screen/eliminate clearly inferior alternatives
5. Determine performance of alternatives for criteria
6. Rank/Select final alternative(s)

Tools:

- Environmental Assessment/Modeling (Risk/Ecological/Environmental Assessment and Simulation Models)
- Decision Analysis (Group Decision Making Techniques/Decision Methodologies and Software)

Figure 1: Synthesis of decision-making ingredients (Kiker, 2005).

MCA is also an efficient assessment tool for environmental planning able to consider numerous alternatives taking into consideration many different criteria, as well as the conflicting preferences of decision makers and various interest groups. The outcome of such a procedure is not unique, but rather an acceptable compromised solution (Lahdelma et al., 2000).

The core of the MCA and multi criteria evaluation methods is the decision model, which is a formal specification of how different kinds of information data are combined together to achieve a viable solution. Aiming to appropriately describe the multi-criteria methods, it is essential to define the terms of criteria, alternatives and stakeholders. A discrete multiple criteria decision problem consists of a finite set of alternatives that are evaluated by means of multiple criteria. The criteria provide numerical measures for all relevant impacts and interactions of possible alternatives. The importance of different impacts depends mainly on stakeholders’ points of view. It is necessary to clarify accurately how the performance of each alternative is measured in each criterion.

Usually, criteria are cumulative values derived from the principal factors, namely the assessment level. As Lahdelma et al. (2000) suggest: “in environmental problems, alternatives can be divided into standard and innovative ones. Standard alternatives are obvious from the decision context alone: the actual project, the so-called zero alternative (rejection of the project), and other alternatives presented by the stakeholders. Innovative alternatives are those emerging through different kinds of negotiations during the process”. Moreover, the policy stakeholders can be classified into standard stakeholders and interest groups, all involved with the planning and decision process. Standard stakeholders include the decision makers,
experts, planners and analysts responsible for the provision and the management the system, while the interest groups are political authorities, public organisations or inhabitants of the area under study. “MCA can be used in order to clarify the planning process, to avoid various distortions and to manage all the information data, the criteria, as well as their uncertainties and importance” (Lahdelma et al., 2000).

A major difference of the methods lies on how they combine the available data and alternatives. Formal techniques usually provide a weighting system for the different criteria. The key point of these techniques is to deal with the extensive amount of complex information in a consistent way.

“The basic stages of applying a multi-criteria evaluation tool (DCLG, 2009) are summarised in the following:

(a) Establishment of the decision issue:
- establish aims of the analysis, and identify decision makers and other key players;
- design the socio-technical system for conducting the multi-criteria evaluation;
- determine the context of the assessment.
(b) Detection of the alternatives to be evaluated;
(c) Detection of objectives and criteria:
- identify criteria for assessing the consequences of each option;
- organise the criteria by clustering them under high-level and lower-level objectives in a hierarchy.
(d) “Scoring”. Determination of the expected performance of every alternative in relation to the criteria and the corresponding consequences of each alternative for each criterion.
- describe the consequences of the alternatives;
- rank the alternatives on the criteria;
- examine the reliability of the rankings on each criterion.
(e) “Weighting”. Assign weight coefficients to each criterion for revealing its relative importance to the decision.
(f) Combination of the weight coefficients and scores for each option to derive an overall value.
- calculate overall weighted scores at each level in the hierarchy;
- calculate overall weighted scores.
(g) Examination of the results.
(h) Sensitivity analysis.
- perform a sensitivity analysis: do other preferences or weights affect the overall ordering of the alternatives?
- check the advantage and disadvantages of selected alternatives, and compare pairs of alternatives;
- generate possible new alternatives that might be more suitable than those initially selected;
- repeat the above steps until a consistent model is obtained”.

Some of the most important advantages of MCA, as described by the European Environment Agency Report (EEA, 2003), follow:
- capability to compare scenarios with regards to contradictory objectives;
- facilitation of the process when many criteria are involved;
- bilateral learning between experts and interest groups;
- better understanding of the problem;
- storing all relevant problem information and setting the appropriate requirements for new information;
- increasing discussion between different stakeholders and activated non-participants.

Some of the main disadvantages of MCA are presented below:
- need for similar, comparable data;
- risk of overlapping selected criteria
Climate change is a complicated strategy area with many interacting parameters. Aldy (2008) noted that the conceptual and empirical challenges are intensified by the lack of well-defined criteria as well as an objective process for defining weight coefficients to the considered criteria. Meanwhile, in order to select an optimum tool, the potential solutions should be first assessed with respect to the set of specific criteria of climate change issues. Otherwise there is a serious risk that a policy portfolio will be ineffective (Mickwitz, 2003).

Additionally, the IPCC (2001) as well as many European countries, e.g. Denmark (URL 1), Finland (SYKE, 2007; Solvari, 2010), Netherlands (Bonney, 2010, URL 2 and 3) and Sweden (URL 4), recommended (Betz, 2004; EEA, 2007,) a range of criteria and evaluated their use (U.S. EPA, 2009) to support decision makers in identifying optimal climate change policies.

Definitions of terms

For the better understanding of the multi-criteria evaluation methods and their different techniques, definitions of the often ‘used’ terms follows in Table 1.

<table>
<thead>
<tr>
<th>Term</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes</td>
<td>Evaluation criteria</td>
</tr>
<tr>
<td>Ease of use</td>
<td>Decision maker’s familiarity towards the specific multi-criteria method</td>
</tr>
<tr>
<td>Hierarchy of scale</td>
<td>Decrease the ambiguities and provide explicitity</td>
</tr>
<tr>
<td>Incommensurability</td>
<td>To keep the decision criteria in the original units so as to provide decomposition of the issue</td>
</tr>
<tr>
<td>Qualitative and quantitative information or data</td>
<td>To handle the mixed information usually present in complex decision problems</td>
</tr>
<tr>
<td>Score or performance</td>
<td></td>
</tr>
<tr>
<td>Sensitivity analysis</td>
<td>To enhance the transparency of the procedure</td>
</tr>
<tr>
<td>Threshold values, veto</td>
<td>To operation the assimilative capacity of environmental, economic, resource and social database</td>
</tr>
<tr>
<td>Treatment of the uncertainty</td>
<td>To overcome the problem of the inadequate input data</td>
</tr>
<tr>
<td>Variety of alternatives</td>
<td>All possible aspects/options of a decision making problem</td>
</tr>
<tr>
<td>Weight coefficient or weight</td>
<td>Values or indicators showing preference (significance) among the evaluation criteria</td>
</tr>
</tbody>
</table>

1. Main categories of multi-criteria evaluation methods

There are several categories of multi-criteria methods, depending on the type of input data, the initial assumptions, the adapted method of analysis and the output result. Priority based, outranking, distance based and mixed methods are different kind of analysis applied to various problems. From another point of view, methods can be classified as deterministic, stochastic and fuzzy, while there are combinations of them keeping some of their major characteristics” (Greening and Bernow, 2004).

Belton and Stewart (2002) suggest the following widely accepted categorization of MCDM methods:

(a) value measurement methods or optimization methods;
Apart from the above, Zopounidis and Doumpos (2002) suggest the following categories:
- multi-objective/goal programming;
- multi-attribute utility theory methods (AHP, MAUT, MACBETH etc.);
- outranking methods (ELECTRE, PROMETHEE, ORESTE etc.);
- preference disaggregation methods (UTA, UTADIS, MHDIS);
- rough set theory methods.

Throughout the years, different MCDA methods have been developed varying from simple ones to more complex ones. However, all methods follow the same decision process (Figure 2) and include:
- alternative solutions,
- different criteria,
- matrix of specific values for each criteria,
- weighting indicators for each criteria,
- an evaluation of each alternative solution in respect to other alternatives.

Even though there is a plethora of classifications, the multiple objective decision procedures always assume that a decision policy maker is involved at a certain point of the solution process. A widely accepted way to interfere the decision maker in the analysis is to employ an interactive approach (Keeney and Raiffa, 1976; Steuer 1986). Based on the role that the value function holds in the process, the following three solution principles can be disguised for resolving different types of MCDM problems by Korhonen et al. (1992):
- Assume the existence of a value function, and evaluate it explicitly.
- Assume the existence of a stable value function, but do not try to assess it explicitly. Instead, assume the general functional form of the value function.
- Do not make any assumption for the existence of a constant value function, either explicit, or implicit.

According to these solution principles, the following corresponding general approaches to solving multi-criteria problems can be detected.

**Approach 1: A priori expression of preferences**
This is a classical approach implemented in multi-attribute utility or decision analysis. Using Keeney-Raiffa (1976) type of interaction, the following steps can be identified:
- make hypotheses about the underlying value/utility function and its functional form;
- weigh up the parameters of the underlying value/utility function using complicated techniques;
- evaluate critical probability functions in case uncertainty exists;
- ensure the inner reliability of the decision maker’s aspects;
- score the alternatives in terms of value/expected utility.

Briefly, once an explicit value/utility function has been appraised, this function is used to rank order a finite number of the decision alternatives or optimize over the feasible decision space.

**Approach 2: Interactive expression of preferences**
(a) Based on an implicit value function.
In this case, decision maker aspects were used as a guide to the solution process in the direction of an optimal or widely accepted solution (in theory), under the hypothesis that the decision maker acts in accordance to some specific (but unknown) underlying value function (Hwang and Masud, 1979; Steuer, 1986; Shin and Ravindran, 1991). The stages describing this approach follow:
- make hypotheses about the underlying value function and its functional form;
- find an initial solution that is reasonable and efficient;
- cooperate with the decision maker and explore his/her reaction or response to the solution;
- revise the data about the underlying value function;
- generate an enhanced solution using the updated underlying value function;
- iterate until a preferable solution has been identified or the decision maker is satisfied with the solution.

(b) Based on no stable value function.

These approaches are typically based on projecting the decision makers’ views in relation to the objectives of the study. This projection is generally achieved by minimizing the scalarizing functions (Wierzbicki, 1980; Steuer and Choo, 1983). Nevertheless, decision maker’s value function is not defined. The stages describing this approach follow:

- exhibit a satisfactory solution and provide the decision maker with sufficient information about the non-dominated state, in particular in the vicinity of the presented solution;
- request the decision maker to provide preference data in the form of target levels, weights, etc.;
- employ the responses to produce a single or a set of non-dominated solutions for the decision maker’s appraisal;
- iterate until the decision maker ends, or some specified termination criteria for the analysis have been reached.

In a sense, this approach intends to assist the decision maker to examine the set of competent solutions. Interactive software that implements such systems for a computer has been developed (Lewandowski et al., 1989; Korhonen, 1987, 1988). When such interactive algorithms (2a or b) are applied to real-world problems, according to Shin and Ravindran (1991), the most critical factor is the functional restrictions placed on the criterion functions, constraints, and the unknown value function.

Another important factor is the preference assessment or interaction style. Shin and Ravindran (1991) list the following eight typical interaction styles:

- binary pairwise comparisons;
- pairwise comparisons;
- vector comparisons;
- precise local trade-off ratios;
- interval local trade-off ratios;
- comparative trade-off ratios;
- listing the indices of the criterion functions to be improved or sacrificed; also specifying amounts of improvement or sacrifice;
- aspiration levels (reference points).

**Approach 3: A posteriori expression of preferences**

This approach produces non-dominated solutions and the decision maker is called to assess them. He/she is then expected to select the most favoured solution from the specific problem. No assumptions of the underlying value function are proposed. Typically, the following steps can be described by the following:
Figure 2: MCDA process in sustainable decision-making (Wang et al., 2009).

- produce a primary efficient solution;
- produce supplementary efficient solutions;
present similar solutions in the criterion space to the decision maker and ask him/her to select the optimal. The solutions (alternatives) are exhibited and envisaged according to the individual process, by means of appropriate systems, e.g. the ADBASE system (Steuer, 1986).

2. Multi-criteria evaluation methods for M/A policy instruments

The selection of the appropriate mitigation/adaptation policies and measures requires a sound of scientific knowledge of data and information. The objective will be the presentation and qualitative analysis of the MCA in order to select the most suitable for each emerging economy and the needs of the PROMHTHEAS-4 project.

Indicatively, within the framework of this project, the following five methods are described in detail: Analytical Hierarchy Process (AHP), Elimination and Choice Expressing Reality (ELECTRE), Multi-Attribute Utility Theory (MAUT), Simple Multi-Attribute Rating Technique (SMART) and AMS.

2.1. Analytical Hierarchy Process (AHP)

The AHP is a theory of measurement for dealing with quantifiable and/or intangible criteria that has found rich applications in decision theory, conflict resolution and in models of the brain, developed by Saaty (1980).

Methodology

AHP is a descriptive decision analysis that methodology calculates ratio-scaled importance of alternatives through pair-wise comparison of evaluation criteria and alternatives by means of the weighted sum method. The weights obtained in AHP method are introduced and, subsequently, each performance at the given level is multiplied with its weight and then the weighted performances are summed to get the score at a higher level. The procedure is repeated upward for each hierarchy, until the top of the hierarchy is reached. The overall weights with respect to goal for each decision alternative are then obtained. The alternative with the highest score is the best alternative (Wang, 2009). The decision applications of the AHP are carried out in two phases: hierarchic design and evaluation.

It is based on the decomposition of a complex problem into a hierarchic design with a goal (objective) at the top of the hierarchy, criteria and sub-criteria at levels and sub-levels of the hierarchy, and decision alternatives at the bottom of the hierarchy.

“The evaluation phase is based on the concept of paired comparisons. The components at a given hierarchy level are compared in pairs to assess their relative preference with respect to each of the elements at the subsequent higher level” (Pohekar and Ramachandran, 2004). This process of comparison generates a relative scale of measurement of the priorities or weights of the components. That is, the scale measures the relative standing of the components with respect to a criterion independently of other criteria or elements that may be considered for comparison. These relative weights sum to unity. The comparisons are performed for the components in a level with respect to all the components in the level above. The final weights of the components at the bottom level of the hierarchy are obtained by adding all the contributions of the elements in a level with respect to all the elements in the level above. This is known as the principle of hierarchic composition (Figure 3).
The hierarchical structure of AHP allows the decision maker to break the complex decision problem into smaller but related problems, in the form of goals, criteria, sub-criteria, and alternatives. Pair-wise comparison of elements enables the decision maker to focus on smaller sets of decisions and to compare between elements more efficiently. In this sense, the importance of each element (criterion) is clarified. The decision maker first gives linguistic pairwise comparisons, then obtains numerical pairwise comparisons by selecting certain numerical scale to quantify them, and finally derives a priority vector from the numerical pairwise comparisons (Dong et al., 2008). While there is an infinite number of ways of combining the weights of the alternatives and the weights of the criteria, the additive aggregation rule of the AHP has the advantage of perceptive recognition of the distribution of the whole into its components.

![AHP structure diagram](image_url)

Figure 3: AHP structure (Theodorou et al., 2010).

Still, one has to keep in mind that, as hierarchies are not unique, their design requires experience and expertise of the problem considered. Furthermore, a group of people is needed to work together so as to reach consensus on both the hierarchy (design) and on the judgment and their synthesis (evaluation) and accomplish the initial purpose.

According to Saaty (1995), “the axioms of the theory can be synopsized as follows:

Axiom 1 - (Reciprocal Comparison): The decision maker must be able to make comparisons and declare the power of his/her preferences.

Axiom 2 - (Homogeneity): The preferences are represented via a bounded scale.

Axiom 3: (Independence). When preferences are expressed, criteria are assumed independent of the properties of the alternatives.

Axiom 4: (Expectations). For the purpose of making a decision, the hierarchic structure is assumed to be complete”.

As he also comments, the relaxation of “Axiom 1 indicates that the question, used to obtain the judgments or paired comparisons, is not clearly or correctly established. If Axiom 2 is not fulfilled then the components under comparison are not homogeneous and clusters may need to be formed. Axiom 3 implies that the weight coefficients of the criteria must be independent of the alternatives considered. A way to deal with a violation of this axiom is to use a generalization of the AHP known as the supermatrix approach. Finally, if
Axiom 4 is not satisfied, then the decision maker is not using all the criteria and/or all the alternatives available or necessary to meet his/her reasonable expectations and hence the decision is incomplete”.

Advantages - Disadvantages
A main advantage of the AHP is its applicability to the weighting of fuzzy criteria, along with solid ones, through ratio scales and scoring. In addition, by decomposing a problem or process in its components and combining them in a rational mode from the large, descending in regular steps, to the smaller, it is plausible to join via simple paired comparison judgments the lesser to the greater.

The strength of AHP lies in its ability to handle both quantitative and qualitative judgements (Macharis et al., 2004), while it employs a consistency test that can screen out inconsistent judgements, which makes the results reliable (Kablan, 2004). Additionally, the method calculates the inconsistency index as a ratio of the decision maker’s inconsistency and randomly generated index. This index is important for the decision maker to assure him/her that his/her judgments were consistent and that the final decision is made well (Pohekar and Ramachandran, 2004). The success of the theory comes as a result of its simplicity and robustness (Vargas, 1990).

However, a major disadvantage of the method is that the number of pairwise comparisons to be made, may become very large increasing significantly the uncertainty of the process (Macharis et al., 2004). Furthermore, AHP has been criticised for its reliability based on the decision makers’ beliefs and preferences.

Software
There are numerous available software for AHP which are described as quite user-friendly: MultCSync (Moffett et al., 2005), Expert Choice (ECPro, 2000), Logical Decisions (2003), Web-HIPRE (HIPRE 3+, Mustajoki et al., 2004), HIVIEW.

Applications
AHP has found uses in a wide range of fields, from simple personal decisions to complex and capital intensive ones.

The AHP method has been successfully applied to environmental planning, energy design, social sciences, agriculture and marketing as presented in Table 6. It is most often used when there is a small number of criteria and decision makers.

2.2. ELECTRE
Elimination and Choice Expressing Reality (ELECTRE) was developed by Bernard Roy in the mid-1960s. Today there exist several variations of the first method, namely ELECTRE I, ELECTRE II, ELECTRE III, ELECTRE IV, ELECTRE IS and ELECTRE TRI. All methods use an outranking methodology to solve problems.

Methodology
As far as the mathematical settings are concerned, any discrete multiple criteria decision-making problem is usually formulated by a set of alternatives \( A = \{ x^1, x^2, \ldots, x^n \} \) and a set \( \{ f_1, f_2, \ldots, f_k \} \) of criteria. The criteria are real-valued functions defined on the set \( A \) so that \( f_i(x^j) \) represents the performance of the alternative \( x^j \) on the criterion \( f_i \).

From the point of view of a decision maker, uncertainty of the data can also be dealt with in an easy and practical way by applying the so-called pseudo-criterion, which is a preference model including two
different thresholds: a preference threshold $p(f_i(x'))$ and an indifference threshold $q(f_i(x'))$ for each criterion $f_i (i = 1, ..., k)$. These thresholds may be constants, linear or affine functions of $f_i(x')$.

For every criterion $f_i$, the double threshold model is the following:

It is valid that:

- $x'$ is preferred to $x$ if $f_i(x') > f_i(x) + p_i(f_i(x'))$
- $x'$ is weakly preferred to $x$ if $f_i(x') + q_i(f_i(x')) < f_i(x) < f_i(x) + p_i(f_i(x'))$, and
- $x'$ is indifferent to $x$ if $f_i(x') + q_i(f_i(x')) > f_i(x')$ and $f_i(x') + q_i(f_i(x')) < f_i(x')$

where $p_i(f_i(x'))$ and $q_i(f_i(x'))$ are preference and indifference thresholds, respectively and $p_i(f_i(x')) > q_i(f_i(x')) > 0$. Weak preference is supposed to describe the hesitation between indifference and preference (Papadopoulos and Karagiannidis, 2008).

Electre III is a typical and sophisticated method, using pseudo-criteria and taking the risk to a certain extent to establish outranking relations which can incorporate both criteria errors and uncertainties, as well as risk aspects' attitudes or sensitivities of decision-makers (Karagiannidis and Perkoulidis, 2009).

Although the ELECTRE family consists of some variations the basic concept and the mathematical setting does not differ dramatically although some variations are improved and some parameters are added to assist the decision making process.

**ELECTRE I**

Preferences in ELECTRE I method are modelled by using binary outranking relations, $S$, whose meaning is “at least as good as”. Considering two actions $a$ and $b$, four situations may occur (Rangel et.al., 2009):

- $aSB$ and not $bSA$, i.e., $aPB$ (a is strictly preferred to $b$).
- $bSA$ and not $aSB$, i.e., $bPA$ (b is strictly preferred to a).
- $aSB$ and $bSA$, i.e., $alb$ (a is indifferent to b).
- Not $aSB$ and not $bSA$, i.e., $aRB$ (a is incomparable to $b$).

The method builds one or several (crispy, fuzzy or embedded) outranking relations. Note that using outranking relations to model preferences introduces a new preference relation, $R$ (incomparability). This relation is useful to account for situations in which the decision maker and/or the analyst are not able to compare two actions.

Figueira and Roy (2004) constructed an outranking relation which is based on two major concepts:

(a) Concordance. For an outranking $aSB$ to be validated, a sufficient majority of criteria should be in favor of this assertion.

(b) Non-discordance. When the concordance condition holds, none of the criteria in the minority should oppose too strongly to the assertion $aSB$.

The method as a concept is simple and it should be applied only when all the criteria have been coded in numerical scales with identical ranges. In such a situation, an action “a outranks b” (that is, “a is at least as good as b”) denoted by $aSB$, only when two conditions hold.

This preference-indifference framework with the possibility to resort to incomparability, says nothing about how to select the best compromise action, or a subset of actions the decision maker will focus his/her attention on. In the construction procedure of ELECTRE I method, only one outranking relation $S$ is matter of fact. The variations following came to improve and extent the application field of ELECTRE method.

**ELECTRE II**

“The presentation of ELECTRE II may be of interest, both from a historical and a scientific point of view. This method was the first of the ELECTRE methods especially designed to deal with ranking problems according to Figueira” (2002). Without going into further detail, it is important to point out that ELECTRE II was also...
the first method to use a technique based on the construction of an embedded outranking relations sequence. The construction procedure is very close to the one used then by ELECTRE IV, in the sense that it is also a true-criteria based procedure. Hence, it is not surprising that the no veto condition remains the same. However, concordance condition is modified in order to take into account the notion of embedded outranking relations. There are two embedded relations: a strong outranking relation followed by a weak outranking relation. The ELECTRE III was designed as an improvement of ELECTRE II (Karagiannidis and Perkoulidis, 2009; Figueira and Roy, 2004).

**ELECTRE III**

ELECTRE III was an effort to improve the ELECTRE II method therefore deals with inaccurate, imprecise and uncertain data. This purpose was actually achieved, and ELECTRE III was applied with success during the last two decades on a broad range of real-life applications. The mathematical formula keeps the general concept of ELECTRE I. The new element of this method is the introduction of pseudocriteria instead of true-criteria. “In ELECTRE III the outranking relation can be interpreted as a fuzzy relation and we could say that is a typical method using pseudocriteria and taking the risk to a certain extent to establish outranking relations which can incorporate criteria error and uncertainties as well as beliefs, risks and sensitivities of the decision makers” (Figueira et al., 2004).

**ELECTRE IV**

The name ELECTRE IV was an unofficial name created for designating ELECTRE I with veto threshold (Figueira et al., 2004). This version of ELECTRE made it possible for analysts and decision makers to overcome the difficulties related to the heterogeneity of scales. Whichever the scales type, this method is always able to select the best compromise action or a subset of actions to be analyzed by decision makers. “The ELECTRE IV introduced the veto threshold, vj, that can be attributed to certain criteria. The concept of veto threshold is related in some way, to the definition of an upper bound beyond which the discordance about the assertion “a outranks b” can not surpass and allow an outranking. In practice, the idea of threshold is, however, quite different from the idea of the disconcordance level like in ELECTRE I” (Figueira et al., 2004). On what methodology structure concerns little changes occur from ELECTRE I to ELECTRE IV. The only new element is the ‘no veto condition’.

**ELECTRE TRI**

ELECTRE TRI assigns a set of actions, objects or items to categories. “Let us assume from the worst (C1) to the best (Ck). Each category must be characterized by a lower and an upper profile. Let C = {C1, . . . ,Ch, . . . ,Ck} denote the set of categories. The assignment of a given action a to a certain category Ch results from the comparison of a to the profiles defining the lower and upper limits of the categories; bh being the upper limit of category Ch and the lower limit of category Ch+1, for all h = 1, . . . , k. For a given category limit, bh, this comparison rely on the credibility of the assertions aSbh and bhSa. This credibility (index) is defined as in ELECTRE III. In what follows, we will assume, without any loss of generality that preferences increase with the value on each criterion” (Figueira, 2004).

The objective of the exploitation procedure is to define the above binary relations. The role of this exploitation is to propose an assignment. This assignment can be grounded on two well-known logics based on Figueira (2004).

(a) The conjunctive logic in which an action can be assigned to a category when its evaluation on each criterion is at least as good as the lower limit which has been defined on the criterion to be in this category. The action is hence assigned to the highest category fulfilling this condition.
(b) The disjunctive logic in which an action can be assigned to a category, if it has, on at least one criterion, an evaluation at least as good as the lower limit which has been defined on the criterion to be in this category. The action is hence assigned to the highest category fulfilling this condition. With this disjunctive rule, the assignment of an action is generally higher than with the conjunctive rule. This is why the conjunctive rule is usually interpreted as pessimistic while the disjunctive rule is interpreted as optimistic. This interpretation (optimistic-pessimistic) can be permuted according to the semantic attached to the outranking relation.

ELECTRE TRI is a generalization of the two above mentioned rules.

**Advantages – Disadvantages**

The main advantage of the ELECTRE method is that the comparison of the alternatives can be achieved even if there is not a clear preference for one of those therefore, and compared to other methods which are sensitive to the decision maker’s beliefs, it is more reliable. Moreover, it has the ability to handle both quantitative and qualitative judgements. On the other hand it is a rather complex decision making method and requires a lot of primary data.

**Software**

Not so many software tools are developed exclusively based on ELECTRE methods. More software tools are developed taking into consideration the methodology structure of different methods, for instance, the CSMAA software (Tervonen, 2007) is a user friendly tool which is based on ELECTRE III and ELECTRE TRI methodology structure with some variances. Another software tool based on the synthesis of different methods’ structure is MCDA (Polatidis et.al., 2006) which is specialised to solve renewable energy sources’ problems. The software tools are based on ELECTRE III, NAIADE and PROMETHEE II methodology.

**Applications**

The ELECTRE family multi-criteria methods are used by researchers in engineering and infrastructure investments studies, in environmental assessment as well as in multi-option problems within the environmental appraisal process. “Through ELECTRE it became possible to determine not only the threshold values, but also values for noise, air, water impact criteria, as well as realistic values of indifference, preference and veto thresholds for various environmental criteria” (Figueira et al., 2004).

The ELECTRE family methods applications concern environmental impact assessment, environmental as well as energy planning, renewable energy sources’ problems, energy systems technology and waste management.

## 2.3. Multi-Attribute Utility Theory (MAUT)

MAUT (Keeney and Raiffa, 1976) determines the “utility” of various factors, over a given range of levels, based on decision-maker’s preference. The result of this approach is a utility curve for each factor. The factor levels can be categorical, ordinal, or interval type values. Once the utility curves are extracted, each alternative can be evaluated on each factor and an overall score would then be derived by summing these factor utilities.

MAUT widens the classic utility theory so as to it can be applied to multidimensional problems, though persevering a strong theoretical foundation among MCDA methods.

**Methodology**

The basic steps to the required solution, as Sarkis and Sundarraj (2000) describe, are:

- identification of fundamental objective, of sub-objectives and attributes of sub-objectives;
- assessment of attributes’ scores and weights;
- calculation of overall utility–most favourable choice–using weights and scores;
- sensitivity analysis to examine how a change in an attribute’s value or weight influence the overall utility.

The objective of MAUT is to model and represent the decision maker’s preferential system into a utility/value function \( U(.) \). The utility function is a non-linear function defined on the criteria space, such that:

\[
U(a_j) > U(a_k) \iff a_j > a_k \quad (a_j \text{ is preferred to } a_k)
\]

\[
U(a_j) = U(a_k) \iff a_j \sim a_k \quad (a_j \text{ is preferred to } a_k)
\]

The most commonly used form of utility function is the additive one:

\[
U(a_i) = p_1 u_1(g_{i1}) + \ldots + p_n u_n(g_{in})
\]

where, \( u_1; u_2; \ldots; u_n \) are the marginal utility functions corresponding to the evaluation criteria.

The process for extracting an additive utility function is accomplished via the collaboration between the researcher and the decision maker and involves the specification of the criteria trade-offs and the form of the marginal utility functions. The calculation of these parameters is accomplished via interactive procedures, e.g. the mid-point value technique suggested by Keeney and Raiffa (1976). Each marginal utility function defines the utility/value of the alternatives for each individual criterion \( g_i \). The parameters \( p_1; p_2; \ldots; p_n \) are constants standing for the trade-off that the decision maker is willing to obtain on a criterion in order to gain one unit on criterion \( g_i \). These constants are often considered to represent the weights of the criteria and they are defined such that they sum-up to one.

The utility/value can be defined by determination of single attribute utility functions followed by verification of preferential and utility independent conditions and derivation of multi-attribute utility functions.

Generally, the utility functions can be either additively separable or multiplicatively separable with respect to single attribute utility. The multiplicative form of equation for then utility value is defined as follows:

\[
1 + k u(x_1, x_2, \ldots, x_n) = \prod_{j=1}^{n} (1 + k_j u_j(x_j))
\]

(1)

where \( j \) is the index of attribute,
- \( k \) is overall scaling constant (greater than or equal to -1),
- \( k_j \) is the scaling constant for attribute \( j \),
- \( u(.) \) is the overall utility function operator,
- \( u_j(.) \) is the utility function operator for each attribute \( j \) (Pohekar and Ramachandran, 2004).

**Advantages – Disadvantages**

MAUT is used to mainly help decision makers gain further knowledge and understanding of the problem (parameters, criteria, etc).

The method is a rather complex method, which can hardly be preferred for solving energy planning problems. However, and despite its complexity as a method, it is often used to help decision makers to understand better the objective of the problem, the sub- objectives, the weights and scores and the sensitivity analysis.
Software
Available software programs that support MAUT are the following: Logical Decisions (2003), Web-HIPRE (HIPRE 3+, Mustajoki et al., 2004), HIVIEW, 1000Minds (URL 5).

Applications
The applications of MAUT method concern, electric utility planning, renewable energy planning and environmental impact assessment problems.

2.4. Simple Multi-Attribute Rating Technique (SMART)
SMART was originally described in 1977 by Edwards as the whole process of rating alternatives and weighting criteria and is a simpler form of MAUT.

Methodology
The decision makers are asked to rank the importance of the changes in the criteria from the worst criteria levels to the best levels. Then 10 points are assigned to the least important criteria, and increasing number of points (without explicit upper limit) is assigned to the other criteria to address their importance relative to the least important criteria. The weight coefficients are calculated by normalizing the sum of the points to one.

Thus, the performance of an alternative “a” is calculated as:

$$U_a = \sum_{j=1}^{n} w_j r_{aj} / \sum_{j=1}^{n} w_j$$

(2)

where $r_{aj}$ is the rating of alternative a under the jth attribute with a numerically comparable scale. This is the simplest form of the MAUT where scores are standardized to a 0-1 scale, where 0 representing the worst expected performance on a given criterion and 1 representing the best expected performance (Salminen, 1998; Olson, 2001).

Edwards and Barron (1994) stressed that weights should clearly be related to the criteria ranges and presented an improved version, SMARTER. The idea of SMARTER is to use the centroid method so that the weight of a criterion ranked to be ith is

$$w_i = \frac{1}{n} \sum_{k=1}^{n} \frac{1}{k}$$

Edwards and Barron (1994) questioned the possible mistakes that happened during the elicitation process, as they considered with skepticism the existing trade-off between the consequences of the modelling mistakes and the mistakes generated in the elicitation process. In this sense they consider the modelling mistakes as the cost of the simplifications done through the hypotheses of linearity of the one-dimensional utility functions and of addictivity. However, the consequences of the elicitation mistakes are just identified when the decision maker does not consider the measures obtained as a reflex of his subjective preferences.

“While MAUT allows greater flexibility in preference trade-off functions, if a linear MAUT model is used, transformation as applied in SMART yields precisely the same result. In MAUT, weights reflect both scale and importance. In SMART, scales are transformed to a common basis, so weights reflect importance. SMART does not request preference or indifference judgment among alternatives, as it is requested in most of MAUT derived methods” (Edward and Barron, 1994). Edwards also affirms that hypothetical judgments
are unreal and they don't represent the real preferences, and it bores decision makers non instructed, leading them to reject the elicitation process or to accept any answer with the intention of finishing the questionnaire faster (Edward and Barron, 1994).

In SMART, one should consider (Salminen, 1998) that:

- all differences in criteria values are taken into account;
- uncertainty is dealt with probability distributions;
- additive model is used for assumed values/utilities;
- possibility is used to assume various forms for value/utility functions;
- complete order is employed.

Advantages – Disadvantages

The SMART method is a simple, utility based method with the ability to handle both quantitative and qualitative data. The method is more preferable for simplified decision making problems as for more complex problems other methods are more popular.

Software

The Smart-Swaps (Mustajoki and Hamalaninen, 2007) is a useful tool to employ the SMART method.

Applications

The applications of SMART method concern more environmental impact assessment problems.

2.5. AMS

AMS is a new evaluation method developed in Greece named from the initials of the three standard Multi-Criteria Analysis (MCA) methods that it incorporates. AMS consists a family method which combines three standard multi-criteria methods: the Analytical Hierarchy Process (AHP), the Multi-Attribute Utility Theory (MAUT) and the Simple Multi-Attribute Ranking Technique (SMART) (Konidari and Mavrakis, 2006; Konidari and Mavrakis, 2007).

Methodology

The method consists of four (4) basic steps:

(a) Creation of the criteria-tree.
(b) Determination of weight coefficients for criteria/sub-criteria.
(c) Grading of the instrument’s performance under a criterion/sub-criterion.
(d) Collection of the previously produced grades and formation of the aggregate grade of each evaluated instrument. Consistency and robustness tests are performed within the relevant steps.

(a) Any potential user of the method will have to create the criteria – tree that corresponds better to the needs of the respective decision context. The identification of those parameters that matter mostly and specifically for climate policy evaluations were sought initially at previous evaluation cases performed by three groups actively involved in climate policy issues, policy makers (PMs), researchers and target groups (Konidari and Mavrakis, 2007). The aim was to record and recognize all the criteria that were used in these cases. Even if these evaluations referred to different types of climate change policy instruments there were commonly used criteria and these were included in the final set of criteria for the AMS method.

Any criteria or significant factors used by PMs for evaluating instruments were sought at the EU-25 National Communications to UNFCCC. Climate policy research experts’ preferences in criteria were included since their work aims to assist the PMs. Target groups are the entities to which the policy
Instruments are imposed by the PMs. PMs take into consideration their comments (in public discussions and position papers) before the implementation of a new instrument (Konidari and Mavrakis, 2007).

For the first level concerns the primary objective of all climate policy mitigation instruments. The goal of these instruments is to be effective in mitigating climate change through GHG emissions reductions. At the second level three criteria are included: environmental performance, political acceptability and feasibility of implementation. Their definitions, along with those of the corresponding sub-criteria that support them and form the third level, are quoted as follows.

**Environmental performance** is defined as the overall environmental contribution of the policy instruments towards the goal. Assessment under this criterion is based on the sub-criteria:

- Direct contribution to reduction of GHG emissions - synthesis and magnitude of GHG emissions reductions directly referred to and attributed only to the policy instruments;
- Indirect environmental effects - ancillary outcomes attributed only to the policy instruments.

**Political acceptability** is defined as the attitude of all involved entities towards the policy instruments. Assessment is facilitated through its sub-criteria:

- Cost effectiveness - property of the PI to achieve the goal under the perspective of a financial burden acceptable and affordable by the involved entities (target groups);
- Dynamic cost efficiency - property of the PI to create, offer or allow compliance options that support research projects, incremental and radical pioneer technologies and techniques, and institutional or organizational innovations leading to GHG emission reductions (Christiansen, 2001);
- Competitiveness - capacity of the entity to compete, under the particular PI, via price, products or services with other entities and maintain or even increase the magnitude of specific indicators describing its financial performance (Sinner, 2002);
- Equity - fairness of the PI in distributing emission rights, compliance costs and benefits among entities (countries/sectors) for accomplishing GHG emission reductions (Vaillancourt and Waaub, 2004). For international instruments two types of equity are considered, international (global) and inter-generational (IPCC, 2001). The first concerns equity among countries, while the second refers to the time horizon of the PI for confronting climate change. National PIs are examined for intra-country equity, which is equity within the country. Intra-country equity is divided into sector and social equity. Sector equity is the perceived fairness between different national sectors regarding the GHG emission reduction burden. Social equity is the perceived equity between different groups of society;
- Flexibility - the property of the PI to offer a range of compliance options and measures that entities are allowed to use in achieving reductions under a time frame adjusted according to their priorities;
- Stringency for non-compliance and non-participation - level of rigidity determined by provisions of the PI towards emitters that failed to comply or did not participate to its implementation.

**Feasibility of implementation (or enforcement)** is defined as the aggregate applicability of the PI linked with national infrastructural (institutions and human resources) and legal framework. Assessment is based on:

- Implementation network capacity - ability of all national competent parties to design, support and ensure the implementation of the PI. The capacity of the network is based on its trained personnel, technological infrastructure, credibility and transparency. The trained personnel concern the national human resources capable in supporting implementation of the PI. Technological infrastructure is the set of available technologies and techniques within the country that can be used for supporting implementation. Credibility is defined as the accuracy and consistency that
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characterize its activities, mainly measurements and elaboration of data necessary for implementation, promotion and steering of national compliance efforts. Transparency is defined as the openness of the implementation network towards target groups in providing them with clear information for the implementation of the PI and methods of operation.

- Administrative feasibility - aggregate work exerted by the regulatory implementation network during the enforcement of the PI;
- Financial feasibility - property of the PI to be implemented with low overall costs by the pertinent regulatory authorities.

(b) For the second step, the values for the weight coefficients of the aforementioned criteria/sub-criteria are those calculated in previous work of Konidari and Mavrakis (2007). More specifically, weight coefficients for attributes were defined in this step using the AHP procedure and based on the expressed preferences of the three groups actively involved in climate policy issues, policy makers, researchers and target groups. European Union stakeholders are the majority of these groups.

(c) The third step concerns the grading of the instrument’s performance. The effectiveness of the \( j \)th instrument, denoted as \( U_j \), is a function of its performances \( U_j(x_i) \) under the \( i \) criterion, denoted as \( x_i \). \( U_j(x) \) are in turn a function of its performances under the respective sub-criteria (attributes). The performance of the \( j \)th instrument on a specific sub-criterion is graded through MAUT utility functions in the case that there are credible and available data.

The \( j \)th instrument is assigned a grade \( u(v_{jik}) \) (utility) under each \( k \) sub-criterion of the \( i \) criterion, because of its actually measured performance \( v_{jik} \). Utilities for this paper are considered independent and linear for simplicity (Ananda et. al., 2005; Schaefer, 2001; Zeevaert et. al., 2001; Ahmed et. al., 1978). A linear function \( u(v_{jik}) = a v_{jik} + b \) is used to calculate \( u(v_{jik}) \) in the scale of [0,100]. Coefficients \( a \) and \( b \) are defined for each \( k \) sub-criterion separately, solving a system with the following requirements. Grade \( u(v_{jik}) \) is equal to 100.0 (best) when the instrument has the highest \( v_{jik} \) measured performance and equal to 0.0 (worse) for the lowest \( v_{jik} \) measured performance (Pohekar and Ramachandran, 2006; Suslic et. al., 2001).

In the case that there are no credible and available data, the performance of the instruments on a specific sub-criterion is graded using SMART instead of MAUT. This preference in SMART is explained. \( u(v_{jik}) \) can not be determined due to the absence of data and another approach was sought for grading the performances. Direct assessment from decision makers is preferred, but since decision maker’s opinion is based on his/her subjective judgement and on unintentional comparisons between evaluated objects, an attempt was made to incorporate this situation. SMART is closer to MAUT since they both belong at the same family of MCDA methods and reflects this situation better. Direct assessments are converted to normalized grades expressing the relative importance (prefer ability) that a decision maker shows in performances of evaluated objects as in the case of weight coefficients of criteria.
Figure 4: The AHP hierarchy.
The decision maker is asked to grade the performance of the instrument on a particular sub-criterion using scale. Taking $m_k$ to stand for the grade assigned by the decision maker to the instrument for its performance at the $k$ sub-criterion, $(\sqrt{2.51})^{m_k}$ is its un-normalized grade according to SMART (Lootsma, 1993; Lootsma and Barzilai, 1997). The normalized grades are calculated based on equation

$$\text{normalized grade} = \frac{(\sqrt{2.51})^{m_k}}{\sum_{k=1}^{n}(\sqrt{2.51})^{m_k}} \cdot 100$$

where $n$ is the number of evaluated instruments under the $k$ sub-criterion. Number 2.51 is used instead of number 2 of the SMART method, because 2.51 is the solution of equation $(\sqrt{x})^0 = 100$. Using number 2.51, grade 10 corresponds to grade 100 of the MAUT scale.

(d) For the fourth step a grade (commonly measured performance) - determined in third step - of the assessed PI for a certain sub-criterion is multiplied with the respective weight coefficient of the sub-criterion. All products (concerning all sub-criteria) are added and form the grade of the criterion that is supported by these sub-criteria. The sum of these products is the grade of the PI under the criterion. This criterion grade is multiplied with the respective weight coefficient of the criterion.

All new products are added and form the final grade, which expresses the effectiveness of the evaluated PI.

More specifically:

$$U_j = w_1U_{j1}(x_1) + w_2U_{j2}(x_2) + w_3U_{j3}(x_3) = \sum_{i=1}^{n} w_iU_{ji}(x_i)$$

The instrument or policy mix with the highest grade is the most effective.

**Testing consistency of weight coefficients**

Consistency of weight coefficients is tested using two different approaches. The first approach is based on the consistency index of the AHP method by Saaty. The index is calculated as

$$CI = \frac{\lambda_{\text{max}} - n}{n - 1},$$

where $CI$ is the consistency index,

$\lambda_{\text{max}}$ is the maximum eigenvalue of the matrix and $n$ is the rank value of the matrix. The random ratio of consistency is obtained using equation $CR^* = \frac{CI}{CR}$ where $CR$ is the corresponding mean random index of consistency. $CR$ receives the following values; 0 for a 2x2 matrix, 0.58 for 3x3, 0.90 for 4x4, 1.12 for 5x5, 1.24 for 6x6, 1.32 for 7x7, 1.41 for 8x8 and 1.45 for 9x9. A matrix is consistent if $CR^*<0.10$. Otherwise, the matrix is not consistent and its value should be adjusted.

The second approach was developed by Peláez J.I. and Lamata M.T. in 2002. The consistency index CI is now a function of the matrix size and not of its entries. More specifically the CI of a $M_{\text{ran}}$ matrix is given by the average of consistency indexes of the matrix transitivities, ie
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\[ CI(M_{nn}) = \begin{cases} 
0, & \text{if } n < 3 \\
\det(M_{nn}), & \text{if } n = 3 \\
\frac{1}{NT(M_{nn})} \sum_{i=1}^{NT(M_{nn})} CI(\Gamma_i), & \text{if } n > 3 
\end{cases} \]

where \( NT(M_{nn}) \) is the number of different transitivities given by

\[ NT(M_{nn}) = \begin{cases} 
0, & \text{if } n = 3 \\
\frac{n!}{3!(n-3)!}, & \text{if } n > 3 
\end{cases} \]

and \( CI(\Gamma_i) \) is the consistency index of the transitivity \( \Gamma_i \). The last is a weak order preference structure on a set of three alternatives \( A_i, A_j, A_k \) (criteria/sub-criteria for this paper) ie

<table>
<thead>
<tr>
<th></th>
<th>( A_i )</th>
<th>( A_j )</th>
<th>( A_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_i )</td>
<td>1</td>
<td>( a_{ij} )</td>
<td>( a_{ik} )</td>
</tr>
<tr>
<td>( A_j )</td>
<td>( 1/a_{ij} )</td>
<td>1</td>
<td>( a_{jk} )</td>
</tr>
<tr>
<td>( A_k )</td>
<td>( 1/a_{ik} )</td>
<td>( 1/a_{jk} )</td>
<td>1</td>
</tr>
</tbody>
</table>

Calculated CIs are assessed against the produced by 100,000 simulations CI values of Peláez J.I. and Lamata M.T. for different matrices and percentiles. A percentile of distribution is the critical value of the consistency index CI of this approach. The selected percentile is 0.10 (respectively to that of Saaty’s method). The CIs values are 0.166 for a 3x3 matrix, 8.303 for a 6x6 matrix.

Testing robustness and uncertainty
Potential users perform sensitivity analysis (SA) for checking the robustness of the results.

Software
Clim-AMS is an integrated software tool used for evaluations within the area of climate change policy. The purpose of developing this tool is to facilitate policy makers in their decisions since it is designed for ex-ante selection and ex-post assessment based on the aggregate efficiency of policy instruments. It measures the effectiveness of climate policy instruments under the aforementioned set of criteria applicable for all types of climate policy instruments (Konidari, Thomaidis, 2006).

The user is guided through the whole software with help buttons available in all window forms and error messages appearing in case of inappropriate inputs. No specific knowledge or effort is required from the user regarding the background calculations, but only his/her effort in providing the relevant data and assessments.

Clim-AMS has incorporated the set of weight coefficients produced under the aforementioned procedure. The user may accept the values of these weight coefficients or re-calculate them. In the second case the consistency of the new weight coefficients is tested against two indexes of Saaty and of Peláez J.I. and Lamata M.T..
Advantages – Disadvantages

AMS is a simple, reliable, flexible, utilitarian and convenient evaluation tool that can satisfy the needs of climate policy evaluation. The tool is simple, because it requires the minimum inputs and efforts from the perspective of MCDM. Also, it is reliable because the proposed set of criteria is based on the official expressed preferences of three stakeholder groups involved in climate policy issues. The disadvantage is that it is a recently developed method, compared to the others, therefore it doesn’t count so many applications.

Applications

The method has been applied for evaluating the performance of EU-ETS in eight EU member States\(^1\) and the overall interaction of two pairs of climate policy instruments, EU-ETS and IPPC, EU-ETS and RES under the Hellenic framework. AMS method was adjusted properly for assessing aggregately climate change policy interactions or relevant policy mixes.

---

\(^1\) Denmark, Germany, Greece, Italy, Netherlands, Portugal, Sweden and United Kingdom (UK)
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHP</td>
<td>Analytical Hierarchy Process</td>
</tr>
<tr>
<td>AMS</td>
<td>Combination of AHP, MAUT and SMART</td>
</tr>
<tr>
<td>CDM</td>
<td>Clean Development Mechanism</td>
</tr>
<tr>
<td>DM</td>
<td>Decision Maker</td>
</tr>
<tr>
<td>ELECTRE</td>
<td>Elimination Et Choix Traduisant le REalité</td>
</tr>
<tr>
<td>GWP</td>
<td>Global Warming Potential</td>
</tr>
<tr>
<td>LEAP</td>
<td>Long-rang Energy Alternatives Planning System</td>
</tr>
<tr>
<td>M/A</td>
<td>Mitigation/Adaptation</td>
</tr>
<tr>
<td>MAUT</td>
<td>Multi-Attribute Utility Theory</td>
</tr>
<tr>
<td>MAVT</td>
<td>Multi-Attribute Value Theory</td>
</tr>
<tr>
<td>MCDA</td>
<td>Multi-Criteria Decision Analysis</td>
</tr>
<tr>
<td>NAMAs</td>
<td>Nationally Appropriate Mitigation Actions</td>
</tr>
<tr>
<td>NPV</td>
<td>Net Present Values</td>
</tr>
<tr>
<td>PROMETHEE</td>
<td>Preference Ranking Organization METHod of Enrichment Evaluation</td>
</tr>
<tr>
<td>SMART</td>
<td>Simple Multi-Attribute Rating Technique</td>
</tr>
</tbody>
</table>
1. Description of the problem

The development of a policy portfolio mixture for climate change mitigation/adaptation raises the issue of its evaluation. Furthermore the development of a number of these portfolios at regional level among countries with different profiles raises the issue of their comparative evaluation and through them the selection of the optimum alternatives.

In this concept the aim of this chapter is to conclude with the optimum method among those already used in the international scientific bibliography to fulfill both two issues.

Each M/A policy portfolio for a selected country is evaluated against a number of criteria/subcriteria that reflect environmental, financial, social and administrative requirements using as a tool a selected Multi-Criteria Decision Analysis (MCDA) method in order to conclude with the most efficient one.

To achieve this aim, the method should contain justifications regarding success or failure under each sub-criterion based on the available national data and information and the outputs of the energy model that is used for constructing each scenario/policy portfolio. Therefore, sub-criteria need to be linked with certain model outcomes; while for those not available information and data from national reports and the databases are to be used.

The most effective policy portfolio has to have the best performance compared to the other ones, while strengths and weaknesses should also be identified and commented providing preferable policy interactions between the policy instruments that form it. The outcomes of the method need to be in such a form that any Decision Maker (DM) – without knowing in depth the methodological background of the method - to be able to understand and use it.

In conclusion the evaluation aims to support the implementation of the post-2012 climate change agreement by identifying the most effective M/A policy portfolios for each country under consideration and among of a group of countries. A final M/A policy portfolio will be also compared and evaluated with similar portfolios of other countries.

2. Comparison and selection of a multi-criteria evaluation method

There are a large number of MCDA methods. None of them is appropriate for all types of decision making problems, but certain methods fit better in assisting a DM towards a specific problem (Polatidis H. et al., 2006; Joubert A.R. et al., 1997). As Roy B. pointed out in 1985 the principle aim is not to discover a solution but to construct or create something, which is likely to help “an actor taking part in a decision process to shape and/or to argue and/or to transform his preferences or to make a decision in conformity with his goals”. This view has been adopted by other researchers also (Browne D., Ryan L., 2010; Salgado P.P. et al., 2009). The multi-criteria evaluation method that will be selected needs to fulfill the requirements as they were quoted in the “Description of the problem”. In facilitating the selection of the most appropriate MCDA method for the specific evaluation, AHP, MAUT, SMART, AMS, ELECTRE and PROMETHEE² are compared against the following elements:

(a) Objectives;
(b) Assumptions;

² PROMETHEE is presented at the end of the chapter. This method was included since a number of published research work for climate change policy issues uses it (see Table 1).
2.1. Objectives

At the end of the procedure, one M/A policy portfolio will be characterized as most effective according to the specific national framework of an examined country. The selected method needs to satisfy the objectives of this evaluation though its: i) Outcomes; ii) Set of criteria/subcriteria; iii) Ability to incorporate model outcomes.

Outcomes

All methods are able to identify the “best” alternative out of a set of possible scenarios/policy portfolios. They share common mathematical elements since scores are assigned to the alternatives for a number of criteria/sub-criteria, then multiplied with the respective weight coefficients and finally combined to produce the total score. The methods differ on how the scores and the weight coefficients are assigned and combined. The followed processes require different forms of data and information while the total scores have different mathematical properties and slightly different meanings (Huang I.B. et al., 2011). Multi-attribute utility methods (AHP, MAUT, SMART, AMS) aggregate all points of view into a unique function which is to be optimized, while outranking methods (ELECTRE, PROMETHEE) construct and exploit a synthesizing relation based on the decision maker’s preferences (Gamper C.D., Turcanu C., 2007).

As already mentioned, the main concept of the ELECTRE family methods is a system of binary outranking relations between the alternatives. Sometimes ELECTRE is unable to identify the preferred alternative and produces only a core of leading alternatives, due to a not necessarily complete system (regarding the use of the three thresholds) (Huang I.B., et al., 2011; Wang J.J. et al., 2009; Georgiou P. et al., 2008; Gilliam S. et al., 2005; Pohekar S.D., Ramachandran M., 2004). Some of the alternatives may remain incomparable due to an inadequate number of arguments to support the hypothesis that one alternative is as good as the other (Georgiou P. et al., 2008). This family of methods is convenient when encountering few criteria and a large number of alternatives because it offers a clearer view of the alternatives by eliminating the less favorable ones (Wang J.J. et al., 2009; Pohekar S.D., Ramachandran M., 2004; Beccali M. et al., 2003; Georgopoulou E. et al., 2003).

PROMETHEE belongs in the same category with ELECTRE and is able for partial or full ranking of the alternatives. Its outcome is a ranking of the best to the worst alternatives showing which more are preferred if all criteria are taken into consideration (Wang J.J, Yang D.L., 2007; Diakoulaki D. et al., 2007). Additionally, there are applications showing that it has the same results with SMART, MAUT and AHP (Geldermann J. and Rentz O., 2005; Ayoko G. et al., 2004; Salminen P. et al., 1998).

AMS has been designed especially for climate change policy evaluations. Its outcomes provide a full ranking of the alternatives exhibiting strengths and weaknesses. For fulfilling completely the need to conclude with the “most efficient” M/A policy portfolio by taking into consideration the type and level of emerging policy interactions only AMS has been used for such an approach (Konidari P., Mavrakis D., 2007).

Set of criteria/sub-criteria

Although each country has its own needs and priorities, the aim of the under discussion policy instruments is common; confronting and adapting to climate change. Out of all presented methods
only AMS has already a complete set of criteria for evaluating climate change policy instruments and their interactions. The hierarchical order of this set has been verified and used for one least developed country, Trinidad & Tobago (Blechinger P., Shah K., 2011). For the other methods – apart from AHP - any set of criteria/sub-criteria needs to be defined and adjusted properly.

**Ability to incorporate model outcomes**

Depending on the set of criteria/subcriteria that is to be used the outcomes of an energy model need to be incorporated appropriately. There are cases at which an energy model was combined with a multi-criteria evaluation method particularly for M/A policy issues. The combination of AHP and MAUT has been used in evaluating a number of developed through the LEAP model policy scenarios (Phdungsilp A., 2010; Phdungsilp A., 2006). AMS has been used in combination with the Green-X model for evaluating policy scenarios regarding the penetration of RES-E in Greece (Kampezidis H. et al., 2011). No other combination between any of the particular six multi-criteria evaluation methods and energy models has been mentioned (Ishizaka A., Labib A., 2011; Behzadian M. et al., 2010).

**Conclusion for objectives**

AMS appears most suitable for complying with the objectives of this evaluation compared to the other methods. AMS has been designed particularly for M/A policy issues. It exhibits the alternative with the highest performance and simultaneously weaknesses and strengths can be identified. It is the only method out of the six presented that is used specifically for evaluating policy interactions.

### 2.2. Assumptions

All methods use certain mathematical processes in concluding to their results. Under “Assumptions” the methods are compared against their basic mathematical elements and how these comply with the needs of the evaluation.

**Mathematical background**

All MCDA methods have their mathematical background presented and established through the respective published work. Several papers can be found supporting this argument.

AHP is justified mathematically (Kablan M.M., 2004). It is a mathematical theory of value, reason and judgment, based on ratio scales (Eakin H., Bojorquez-Tapia L.A., 2008).

MAUT has the soundest theoretical structure of all the multi-criteria techniques (Gomez-Limon J.A., Martinez Y., 2006). It allows complete compensation among all the attributes, while the multi-attribute utility functions incorporate preferences and uncertainties over all attributes explicitly. “The tradeoffs among the different attributes are made explicit by the derivation of the scaling constants.” (Munda G., 2006, http://www3.aegean.gr/environment/energy/mcda/library/Deliverables/del_20/A_NAIAD_based_approach_for_sustainability_benchmarking.pdf

3 “Compensability refers to the existence of trade-offs i.e. the possibility of offsetting a disadvantage on some criteria by a sufficiently large advantage on another criterion, whereas smaller advantages would not do the same. Thus a preference relation in non-compensatory if no trade-off occurs and is compensatory otherwise. The use of weights with intensity of preference originates compensatory multi-criteria methods and gives the meaning of trade-offs to the weights.” (Munda G., 2006, http://www3.aegean.gr/environment/energy/mcda/library/Deliverables/del_20/A_NAIAD_based_approach_for_sustainability_benchmarking.pdf
**Hence this method has an advantage over lexicography** where no tradeoffs between the attributes are allowed (Ananda J., Herath G., 2009).

SMART is a trade-off method that can be used for up to sixteen criteria (Oltean-Dumbrava C., Ashley R., 2006). Due to its compensatory characteristic it can hide unacceptable scores for criteria. Its results are considered as robust and replicable decisions from more complex MAUT analysis with a high degree of confidence (Linkov I. et al., 2004).

ELECTRE III is a non-compensatory MCDA method, using mathematical functions to indicate the level of preference of one alternative over the others (Rogers M., Bruen M., 1998). It has a solid scientific background (Theodorou S. et al., 2010).

The basic assumptions and their consequences for the PROMETHEE method were presented in the initial paper of Brans J.P. et al. in 1986 and of Keyser De Wim, Peeters Peter in 1996. Brans J.P. et al. showed also that this method is more stable than ELECTRE. It offers a sound scientific procedure for leading to its outcomes (Theodorou S. et al., 2010).

Each method has its advantages and drawbacks. Their combination aims to make use of the strengths of the selected methods and create operational synergies or their use in parallel to get a broader decision basis for the DM (Browne D. et al., 2010; Theodorou S. et al., 2010; Ananda J., Herath G., 2009; Macharis C. et al., 2004). Furthermore, the mathematical background of each one of them is used appropriately in these combinations. Problems in AHP related with the inclusion of new alternatives and criteria can be solved when SMART is implemented (Gilliams G. et al., 2005). The combination of AHP and SMART is considered as better suited for quality evaluation, while the simple value functions are best suited for determining the scores of the alternatives (Tsakalidis H., Polatidis H., 2006).

Cases of combined methods are encountered in several applications: AHP and MAUT were combined for evaluating reforestation chain alternatives of a forest stand (Kangas J., 1993). AHP and SMART in evaluating and selecting service offers (Ottevino P.E., 2003) or measuring decisional power in groups (Honert Van Den R.C., 2001). AHP and PROMETHEE were used for outsourcing information systems (Tsvetinov P.E., Yang D.L., 2007); selecting the best module design for ultra filtration membrane in dairy industry (Pirdashti M., Behzadian M., 2009); ranking of enterprises (Babic Z., Plazibat N., 1998).

**Weight coefficients, parameters, thresholds, indexes**

A big drawback for the MAUT family is the difficulty that a DM has when trying to specify a tradeoff ratio between two different criteria such as “landscape degradation” and “employment” (Polatidis H. et al., 2006). In AMS this problem is handled. The main criteria are three; each one of which has sub-criteria that are evaluated on how they contribute to the main one. Additionally, the preferences of three (3) main stakeholder groups are taken into consideration and through the AHP procedure the weight coefficients are determined. Psychologists argue that it is easier and more accurate to express one’s opinion only on two alternatives that simultaneously on all (Ishizaka A., Lablb A., 2011).

Additionally, “The AHP approach employs a consistency test that can screen out inconsistent judgments, which makes the results reliable.” (Kablan M.M., 2004). Two consistency indexes are used in the AMS method. The application of both indexes showed that the incorporation of the
stakeholders’ preferences regarding the assigned importance to criteria/sub-criteria is well done and reasonable. The values of both indexes are within the numerical limits specified by the developers of these indexes indicating that results are reliable.

The main characteristic of ELECTRE TRI is the assignment of alternatives to pre-defined categories (Karakosta C. et al., 2009; Dias L. et al., 2002). Taking into consideration that some countries have not implemented climate change adaptation policy instruments, it is difficult at this phase to assign potential actions into pre-defined categories such as high, low priority or not recommended options. Furthermore, apart from the thresholds (common for all ELECTRE forms), upper and lower limits of the categories need to be defined (Malekmohammadi B. et al. 2011; Karakosta C. et al., 2009). This process is usually difficult – not only for ELECTRE TRI, but for the other types as well - particularly when decision makers are unsure of which values each parameter (thresholds and limits for the categories) should take (Malekmohammadi B. et al. 2011; Dias L. et al., 2002). Simultaneously they need to have a “clear global understanding of the implications of these values in terms of the output of the method” (Malekmohammadi B. et al. 2011). In ELECTRE methods the thresholds are usually appealing, but they are not clearly defined with a physical or psychological interpretation (Theodorou S. at al., 2010).

PROMETHEE does not have a certain mathematical procedure for defining weight coefficients (Wang J.J, Yang D.L., 2007; Brans et al., 1986). Indifference and/or preference thresholds can be defined by the decision maker for each criterion (Diakoulaki D. et al., 2007). This procedure may be difficult to be completed particularly by an inexperienced DM (Patlitzianas K.D. et al., 2007; Wang J.J, Yang D.L, 2007).

Conclusion for assumptions

AHP and AMS fulfill better the needs of the evaluation under “Assumptions”. AHP offers guidelines in defining the weight coefficients and has a consistency index for verifying their consistency. Due to these advantages it has been used in combination with other methods also. AMS has incorporated the AHP procedure.

2.3. Methodology

The main steps in structuring a general MCDA procedure are the following (Kambezidis H. et al., 2011; Phdungsilp A., 2010; Konidari P., Mavarakis D., 2007; Gamper C.D., Turcanu C., 2007; Joubert A.R. et al., 1997):

- Step 1: Characterization of the context and the type of the recommendation needed (e.g. ranking, choice etc);
- Step 2: Selection of the main criteria and sub-criteria;
- Step 3: Development of measurement scales for the sub-criteria;
- Step 4: Determination of the weight coefficients for the main criteria and sub-criteria;
- Step 5: Definition of decision actions/alternatives/scenarios;
- Step 6: Accession of the performance of the decision actions/alternatives/scenarios against the criteria/sub-criteria;
- Step 7: Aggregating scores;
- Step 8: Conducting sensitivity analysis;
- Step 9: Analysis of results and making decisions.

Under “Methodology” the methods will be compared against these steps and how they correspond to them so as to fulfill the evaluation needs.
Understanding the problem

The main objective for climate change policy instruments is the mitigation of greenhouse gas emissions and adaptation towards the negative impacts of climate change. A number of factors need to be taken into account when evaluating such instruments. In most emerging economies only the first component of climate change policy has been developed due to the investment opportunities created by the Clean Development Mechanism (CDM) and the recently emerged need to submit the Nationally Appropriate Mitigation Actions (NAMAs)\(^5\) to the UNFCCC. Additionally, there is a need to understand what types of policy instruments perform better under the particular framework of these countries.

From all the described methods AHP presents better the problem. The main advantage of AHP is the decomposition of the problem into elements (Ishizaka A., Labib A., 2011; Berrittella et al., 2008). This advantage is justified also by the fact that AHP has been combined with almost all the other methods as mentioned earlier. Its hierarchical structure of criteria allows users to focus better on specific criteria and sub-criteria when determining the respective weight coefficients through the pairwise comparisons (Ishizaka A., Labib A., 2011).

Decision hierarchy in SMART can be set up in the same way as in AHP (Kangas J., Kangas A, 2005). AMS has incorporated this advantage in its methodology. Usually in ELECTRE all criteria or criteria of the same group are considered as of equal importance (Papadopoulos A., Karagiannidis A., 2006; Diakoulaki D., Karangelis F., 2006; Salminen P. et al., 1998). PROMETHEE does not provide the possibility of structuring the problem. In the case of many criteria, it is difficult for the DM to “obtain a clear view of the problem and to evaluate the results” (Wand J.J, Yang D.L., 2007).

Selecting criteria/sub-criteria and determination of their weight coefficients

It is of critical importance the selection of the criteria against which alternatives are assessed and the weights that are assigned for each criterion. Consequently, it is important to include the relevant stakeholders to elicit such information (Browne D. et al., 2010).

AHP may be impractical for a survey with a large sample size of as ‘cold-called’\(^6\) respondents, because they may have a great tendency to provide arbitrary answers, resulting in a very high degree of inconsistency (Wong K.W.J., Li H., 2008).

Only AMS exhibits a complete set of criteria/subcriteria for M/A policy issues. The majority of the commonly used criteria for mitigation/adaptation policy instruments formed its criteria/sub-criteria tree. This was based on the preferences of three (3) different groups of stakeholders all active for climate policy issues. Blechinger P. and Shah K. (2011) confirmed the criteria/sub-criteria tree of the AMS method based on the preferences of policy makers whom they interviewed. The main advantage of this set is that it is common for developed and developing countries.

This approach - used in AMS - is encountered in practice. Ananda J. and Gamini H. in 2003 incorporated preferences of six (6) different groups of actively involved stakeholders (timber industry, conservation movement, agricultural enterprises, tourism industry, aboriginal groups and the general community). In their conclusions they consider that “AHP allows the participation of more than one person as a decision maker, which is important in dealing with several stakeholders groups”. Braunschweig T. in 2000 worked with two (2) groups. The first one included project leaders, research managers, individuals responsible for biotechnology and the second one experts from

\(^5\) Cancun Agreements – December 2010.
\(^6\) A telephone call or visit made to someone who is not known or not expecting contact.
different institutions. He considers as a shortcoming the fact that the end users (farmers, providers, processors and exporters) were not included so as to have a broader participation.

Measurement scales and assessment of the performance

AHP allows qualitative and quantitative approaches for solving a problem (Wong J.K.W., Li H., 2008). A number of studies have used MAUT without probability distributions, but with utility functions (Ananda J., Herath G., 2009). Olson D.L. in 2001 showed that MAUT and SMART are equivalent when using transformed measure scales (standardized to have the worst performance measured with 0 and the best with 1) regarding data with precise measures and known outcomes. In the same work he concluded that SMART and PROMETHEE exhibit the same accuracy.

Some of the input data for the method will come from the energy model LEAP and will have their own measurement scales. LEAP can calculate the individual and combined Global Warming Potential (GWP) of one or more greenhouse gases. The user can choose among two (2) measurement units: Carbon (C) equivalents and Carbon Dioxide (CO₂) equivalents. This outcome will be used in the first criterion of AMS, the “Environmental performance”. Using the MAUT procedure scores - ranging from 0 up to 100 - will be assigned properly through utility functions (Konidari P., Mavrakis D., 2006).

LEAP provides cost-specific outcomes. It calculates the total social Net Present Values (NPV) of a computed scenario against a pre-specified baseline scenario. It does not specify the actual costs accruing to different groups, i.e. it deals with costs rather than prices. However, the NPV can be split up to determine the streams from each sector (households, industry, transport, services, electric supply, etc.). These outcomes will be used for the sub-criteria of AMS “cost effectiveness”, “competitiveness” and “equity”. LEAP can calculate the percentage of RES penetration, as well as the penetration of energy efficient technologies. This outcome can be used for “dynamic cost efficiency”. Finally, administrative costs can be included optionally, provided that the necessary data is included. This result can be used for “financial feasibility”.

For the other sub-criteria that no model outcomes are available, information and data from national reports and databases can be used with the MAUT and SMART procedures during the AMS application. AMS can handle qualitative and quantitative forms of data.

In order to apply ELECTRE III a detailed knowledge of energy and economic background of the examined countries is necessary which is not all the time available (Papadopoulos A., Karagiannidis A., 2008).

PROMETHEE methods can handle data with a reasonable degree of accuracy and fixed numerical values (Behzadian M. et al., 2010; Olson D.L., 2001).

Sensitivity analysis

Sensitivity analysis is included for testing the robustness of the results (Berrittella M. et al., 2008). Some researchers consider it necessary (Papadopoulos A., Karagiannidis A., 2008). Additionally, this analysis is useful in situations where uncertainties exist in the definition of the importance of different factors (ie criteria weights) (Awasthi A., Chauhan S., 2011). Almost all applications of the aforementioned methods use it.

Conclusion for methodology

AMS complies better with the requirements of the evaluation.
2.4. Advantages-Disadvantages

The following factors were taken into consideration: ease of use; low requirements on time and money.

Ease of use

An end-user will have more confidence in the outcomes of a MCDA method if each step is understandable (Loken E., 2007; Gilliams S. et al., 2005). Since multi-criteria evaluation methods have not been used for M/A policy instruments in emerging economies, then the selected method needs to be easy of understanding and use.

Comparative analysis of MCDM approaches has indicated AHP to be the most popular compared to other methods due to its simplicity, ease to use and great flexibility (Ho W. et al., 2010; Babic Z., Plazibat N., 1998). It is an easier technique - with the exception of the eigenvalue calculations used to derive the local priorities of the elements in a cluster of the hierarchy and which remain actually hidden from the end-user - compared to MAUT and SMART and with less required cognitive skills compared to MAUT/MAVT and SMART (Ananda J., Herath G., 2009; Petkov D. et al., 2007).

Multi Attribute Utility Theory (MAUT) was cognitively more difficult to understand but the Simple Multi Attribute Rating Technique (SMART), which belongs to the same group of methods, was found to be easy (Petkov D. et al., 2007). For MAUT a drawback is the requirements of interactive decision environment in formulating utility functions, complexity of computing scaling constants using the algorithm (Pohekar S.D., Ramachandran M., 2004).

Other researchers consider MAUT and SMART as more easy to use compared to other methods which are characterized as more complex, less transparent to the user and of less use in participatory approaches to decision-making (Joubert A.R. et al., 1997).

For AMS Blechinger P. and Shah K. in 2011 mention that the method is user-friendly and transparent in the calculation process; usable without knowing in detail its methodological background.

“Some versions of the ELECTRE methods (e.g. ELECTRE III) are considered complicated and therefore are not easily understood by DMs” (Bojkovic N. et al., 2010). More specifically, the elicitation of preferential parameters used in these methods may be a complex task particularly when a group of DMs are involved or there is a need of using a greater number of categories (Brito A. J. et al. 2010). In the case for defining national priorities for GHG emissions reduction in the Hellenic energy sector a veto threshold was not applied because it was very difficult (or even undesirable) for the DMs to define it (Georgopoulou E. et al., 2003). The aggregation procedure is characterized as opaque and technically complicated for most DMs (Theodorou S. et al., 2010).

PROMETHEE seems easier to be understood by DMs and simpler to be managed by the analyst compared to ELECTRE III (Behzadian M. et al., 2010). It is characterized by decreased complexity (Wang J.J. et al., 2009).

Both ELECTRE and PROMETHEE as outranking methods allow the introduction of new criteria or alternatives at any time during the analysis or the adjustment of the values of their thresholds (Linkov I. et al., 2004). This is a flexibility of these methods compared to MAUT and AHP.

Low requirements on time and money

Using pairwise comparison for the determination of the weight coefficients of the criteria and for the assessment of the alternatives is time-consuming and exhausting for the DM, particularly when their number is large (summing up the number of criteria and alternatives) (Loken E., 2007; Konidari P.,
One of the disadvantages mentioned for AHP “is its inability to reflect the human cognitive process because it does not cope with the uncertainty and ambiguity, which occurs in decision maker’s judgments” (Shen Y.C. et al., 2010). This disadvantage can be overcome by techniques such as fuzzy approach and the sensitivity analysis (Shen Y.C. et al., 2011).

SMART is usually quicker for a DM to implement since less ratings are required compared to the same number of pairwise comparisons (Honert Van Den R.C., 2001).

In the AMS method this procedure is limited only to the criteria and to the sub-criteria level of each criterion. This restriction reduces the number of pair wise comparisons.

The advantage of the ELECTRE method is that the tradeoffs among multiple attributes are compensatory, and the information contained in the decision matrix is fully utilized (Qin X.S. et al., 2008). ELECTRE techniques demand the estimation of thresholds (three kinds in the general case) and weights. These factors however sometimes help the DM to understand fully the problem and form his/her preferences consistently. Nevertheless, these features represent some abstract meaning (Polatidis H. et al., 2006). In the aforementioned case for defining national priorities for GHG emissions reduction in the Hellenic energy sector the researchers considered that the application of a veto threshold would have required an “exhaustive discussion between DM” which was not decided in the framework of the specific study (Georgopoulou E. et al., 2003).

Conclusion for advantages-disadvantages

AMS complies better to the evaluation needs.

### 2.5. Applications

For the particular use in M/A climate change policy issues there seem to be a limited number of relevant research works. The authors selected papers that:

- Concerned evaluation of a climate change policy goal, strategy, instrument, action or measure with the usage of one of the six (6) multi-criteria evaluation methods. Cases of policy scenarios or of policy instruments whose objective (primary or secondary) refers to the reduction of greenhouse gas emissions were included;

- Described fully the whole procedure of applying a MCDA method.

Papers linked with climate change, but referring to the evaluation of projects, technologies or RES/energy efficiency capacities were not included (Ali H.H., Nsairat F.Al S., 2009; Karakosta C. et al., 2009; Doukas H. et al. 2006; Diakoulaki D. et al., 2006; Papadopoulos A., Karagiannidis A., 2006; Heuberger R. et al., 2003; Beccali M. et al., 2003; Goumas M, Lygerou V., 2000).

Table 1 is the outcome of this search that aims to understanding the popularity of multi-criteria methods in M/A policy issues. It is worth mentioning that evaluation of M/A policy issues though the use of MCDA methods for emerging economies is at low levels compared to other topics (Ishizaka A., Labib A., 2011; Behzadian M. et al., 2010).

Conclusion for applications

AHP is the most popular method used in such applications, followed by PROMETHEE, ELECTRE and AMS. It should be noted that AMS is a rather new method compared to the other ones, but has already applications in this area.
### Table 1: Application of multi-criteria evaluation methods for M/A climate policy issues.

<table>
<thead>
<tr>
<th>No.</th>
<th>Evaluated alternatives</th>
<th>Used method(s)</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Three policy goals linked with RES in Taiwan</td>
<td>AHP</td>
<td>Shen Y.C. et al., 2011</td>
</tr>
<tr>
<td>2.</td>
<td>Three subsidy schemes for promoting Photovoltaic technology in Cyprus</td>
<td>AHP, ELECTRE, PROMETHEE</td>
<td>Theodorou S. et al., 2010</td>
</tr>
<tr>
<td>3.</td>
<td>Twelve policy scenarios for low-carbon development in Bangkok (Thailand)</td>
<td>AHP and MAVT</td>
<td>Phdungsilp A., 2010; 2006</td>
</tr>
<tr>
<td>4.</td>
<td>Six transport policy options</td>
<td>AHP</td>
<td>Berrittella M. et al., 2008</td>
</tr>
<tr>
<td>5.</td>
<td>Thirty five options in three sectors (energy, transportations, forestry) of Peru</td>
<td>AHP and PROMETHEE</td>
<td>Borges P.C., Villavicencio A., 2004</td>
</tr>
<tr>
<td>6.</td>
<td>EU-ETS performance in eight EU member States</td>
<td>AMS</td>
<td>Konidari P., Mavrakis D., 2007</td>
</tr>
<tr>
<td>7.</td>
<td>Two pairs of instruments for climate policy interactions for Greece</td>
<td>AMS</td>
<td>Konidari P., Mavrakis D., 2006</td>
</tr>
<tr>
<td>8.</td>
<td>Three policy scenarios for the penetration of RES-E in Greece</td>
<td>AMS</td>
<td>Kampezidis H. et al., 2011</td>
</tr>
<tr>
<td>10.</td>
<td>Six adaptation actions for mitigating increased water consumption for Georgia basin in Canada</td>
<td>ELECTRE III</td>
<td>Qin X.S. et al., 2008</td>
</tr>
<tr>
<td>11.</td>
<td>Twenty seven CO₂ reduction measures for the period 2000–2010 in the Greek energy sector</td>
<td>ELECTRE TRI</td>
<td>Georgopoulou H. et al., 2003</td>
</tr>
<tr>
<td>12.</td>
<td>Twenty four energy efficiency initiatives</td>
<td>ELECTRE TRI</td>
<td>Neves L.P. et al., 2008</td>
</tr>
<tr>
<td>13.</td>
<td>Five scenarios for the increased use of RES in Austria</td>
<td>PROMETHEE</td>
<td>Madlener R. et al., 2007</td>
</tr>
<tr>
<td>14.</td>
<td>Four scenarios for the power generation sector in Greece</td>
<td>PROMETHEE</td>
<td>Diakoulaki D, Karangelis F., 2007</td>
</tr>
</tbody>
</table>
Relevant software
As presented in the respective sessions when describing the methods, there is available software for all of them.

3. Conclusions

Conclusions from previously conducted research works regarding the comparison of the methods are similar. SMART, which is derived from MAUT (Multiple Attribute Utility Theory), is regarded to be very similar to PROMETHEE, but ELECTRE offers additional options for thresholds when defining criteria models. On the other hand, PROMETHEE is a more refined method than ELECTRE in that the former quantifies the degree of preference of an object as compared with another for each criterion (Ayoko A.G. et al., 2004).

In the context of environmental problems, Salminen et al. (1998) considered PROMETHEE, SMART, and ELECTRE III to be particularly suitable (Ayoko A.G. et al., 2004). ELECTRE-2, PROMETHEE-2, AHP, Compromise Programming and EXPROM-2 were used to select the best reservoir configuration for the Chaliyar river basin in Kerala, India. Although following different approaches, analysis showed that all methods indicated the same preference strategy (Ananda J., Herath G., 2009).

Geldermann J. and Rentz O. in 2005 applied PROMETHEE, MAUT, and AHP to the same decision table with identical alternatives, criteria, scores, and weight coefficients. The results, regarding the ranking of the examined alternatives, did not diverge significantly, exhibiting the same groups of best and worst alternatives.

The outcomes of comparisons through objectives, assumptions, methodology, advantages-disadvantages, relevant software and applications are presented in Table 2. AMS fulfils successfully the requirements of the “Description of the problem”.
Table 2: Comparison of methods. Three scales are used with three levels each High (High+, High 0, High -), Moderate (Moderate +, Moderate 0, Moderate -) and Low (Low+, Low 0, Low -).

<table>
<thead>
<tr>
<th></th>
<th>AHP</th>
<th>MAUT</th>
<th>SMART</th>
<th>AMS</th>
<th>PROMETHEE</th>
<th>ELECTRE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objectives</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcomes</td>
<td>High +</td>
<td>High +</td>
<td>High +</td>
<td>High +</td>
<td>High -</td>
<td>High -</td>
</tr>
<tr>
<td>Set of criteria/subcriteria</td>
<td>Low -</td>
<td>Low -</td>
<td>Low -</td>
<td>High +</td>
<td>Low -</td>
<td>Low -</td>
</tr>
<tr>
<td>Ability to incorporate model outcomes</td>
<td>High 0</td>
<td>High 0</td>
<td>Low -</td>
<td>High 0</td>
<td>Low -</td>
<td>Low -</td>
</tr>
<tr>
<td><strong>Assumptions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mathematical background</td>
<td>High -</td>
<td>High -</td>
<td>Moderate +</td>
<td>High -</td>
<td>High +</td>
<td>Moderate +</td>
</tr>
<tr>
<td>Weight coefficients, parameters, thresholds, indexes</td>
<td>High -</td>
<td>Moderate +</td>
<td>Moderate +</td>
<td>High +</td>
<td>Moderate +</td>
<td>Moderate +</td>
</tr>
<tr>
<td><strong>Methodology</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Understanding the problem</td>
<td>High +</td>
<td>Moderate -</td>
<td>Moderate +</td>
<td>High +</td>
<td>Moderate -</td>
<td>Moderate +</td>
</tr>
<tr>
<td>Selecting criteria/sub-criteria and determination of their weight coefficients</td>
<td>High +</td>
<td>Moderate -</td>
<td>Moderate -</td>
<td>High +</td>
<td>Moderate -</td>
<td>Moderate -</td>
</tr>
<tr>
<td>Measurement scales and assessment of the performance</td>
<td>High -</td>
<td>High 0</td>
<td>High 0</td>
<td>High 0</td>
<td>Moderate +</td>
<td>Moderate +</td>
</tr>
<tr>
<td>Sensitivity analysis</td>
<td>High -</td>
<td>High 0</td>
<td>High 0</td>
<td>High 0</td>
<td>High -</td>
<td>High -</td>
</tr>
<tr>
<td><strong>Advantages - Disadvantages</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>High -</td>
<td>High +</td>
<td>High +</td>
<td>High +</td>
<td>Moderate +</td>
<td>Moderate -</td>
</tr>
<tr>
<td>Low requirements on time and money</td>
<td>Moderate -</td>
<td>High -</td>
<td>High +</td>
<td>High +</td>
<td>Moderate -</td>
<td>Moderate -</td>
</tr>
<tr>
<td>Applications</td>
<td>High +</td>
<td>Low +</td>
<td>Low -</td>
<td>Moderate -</td>
<td>Moderate -</td>
<td>Moderate -</td>
</tr>
<tr>
<td>Relevant software</td>
<td>High 0</td>
<td>High 0</td>
<td>High 0</td>
<td>High 0</td>
<td>High 0</td>
<td>High 0</td>
</tr>
</tbody>
</table>
Annex I

PROMETHEE

Description

PROMETHEE was developed by Brans (1982) and further expanded by Vincke and Brans (1985) (Behzadian M. et al., 2010; Wang J.J. et al., 2009). It uses the outranking principle to rank the alternatives like ELECTRE. PROMETHEE I is used for partial ranking of the alternatives and PROMETHEE II for their complete ranking. There are also PROMETHEE III, IV, V and VI (Behzadian M. et al., 2010).

Assumptions

The method uses the preference function \( P_j(A_i, A_k) \) which is a function of the difference \( d_j \) between two alternatives \( A_i \) and \( A_k \) for any criterion \( j \). This difference is mathematically expressed as

\[
d_j = f(A_i, j) - f(A_k, j)
\]

with \( f(A_i, j) \) and \( f(A_k, j) \) denoting the values of the two alternatives for the specific criterion \( j \).

PROMETHEE has six basic types of preference functions\(^7\) \( P_j(A_i, A_k) \) to be used for the comparison of two alternatives against criteria: 1. usual criterion, 2. U-shape criterion, 3. V-shape criterion, 4. level criterion, 5. V-shape with indifference criterion and 6. Gaussian criterion (Brans et al., 1986).

For each preference function (or generalized criteria), the value of an indifference threshold, \( q \); the value of a strict preference threshold, \( p \); and the value of an intermediate value between \( p \) and \( q \), \( s \), have to be also determined (Behzadian M. et al., 2010). Two alternatives are indifferent for criterion \( j \) as long as \( d_j \) does not exceed the indifference threshold \( q \). If the difference is greater than \( p \) there is a strict preference expressed with the selected function.

Multi-criteria preference index for a pair of alternatives \( A_i \) and \( A_k \) is defined as

\[
\pi(A_i, A_k) = \frac{\sum_{j=1}^{n} w_j P_j(A_i, A_k)}{\sum_{j=1}^{n} w_j}
\]

(2)

where \( P_j(A_i, A_k) \) is the preference functions for alternatives \( A_i \) and \( A_k \).

The incoming (or positive) flow is calculated as

\[
\phi^+(A_i) = \sum_{k=1}^{m} \pi(A_i, A_k), k = 1, 2, \ldots, m
\]

(3)

and the outcoming (or negative) flow as

\[
\phi^-(A_i) = \sum_{k=1}^{m} \pi(A_k, A_i), k = 1, 2, \ldots, m
\]

---

\(^7\) They are also called generalized criteria functions (Wang J.J. et al., 2009).
\( \varphi^+(A_i) = \sum_{k=1}^{m} \pi(A_i, A_k), k = 1, 2, \ldots, m \) \hspace{1cm} (4)

For the net ranking of alternative \( A_i \):

\[ \Phi(A_i) = \varphi^+(A_i) - \varphi^-(A_i) \] \hspace{1cm} (5)

The maximum \( \Phi(A_i) \) indicates which is the best alternative.

**Methodology**

The basic concept of PROMETHEE is the pairwise comparison of the alternatives along each criterion. Its implementation requires information about the weight coefficients and the preference function. PROMETHEE II assumes that the DM is able to assign the weight coefficients appropriately, at least when the number of the criteria is not too large (Behzadian M. et al., 2010).

The basic steps of the method are: i) Determination of differences \( d_{ij} \) based on pair-wise comparisons ii) application of the preference function for each criterion; iii) calculation of the multi-criteria preference index (or global preference index); iv) calculation of the outranking flows and v) calculation of net outranking flow - completion or partial ranking of the alternatives based on the defined preference structure (Behzadian M. et al., 2010; Ananda J., Herath G., 2009).

**Software**

Two software packages have been developed: DECISION LAB and PROMCALC® (Behzadian M. et al., 2010; Macharis C. et al., 2004). The first one is currently used for implementing PROMETHEE.

**Applications**

The method has been used in energy and environmental management and planning, hydrology and water management, business and financial management, chemistry, logistics and transportation, manufacturing and assembly, social and other topics (education, design, government etc) (Theododou S. et al., 2010; Behzadian M. et al., 2010).

---

http://www.promethee-gaia.net/software.html
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